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课程所覆盖的专题

1. 简介

2. 商务思维 (Business thinking)

◼ 所谓的“商务 (BUSINESS)” – 其实就是学会做出获得更多利润的决策 (making decisions to earn more profit)

◼ 管理技巧 (Management skills) – 如何落实那些决策

◼ 试试创业？ – 可以！但是要慎重！！

3. 数据分析的方法概览 (Data Analytics methods)

◼ 其实，数据分析有着悠久的历史 (HISTORY view about Data Analytics)

◼ 理解数据分析方法的 – 一点优化的技巧 (OPTIMIZATION)

◼ 来自统计学的数据分析方法 (STATISTICS) – 基于抽样的推断

◼ 来自机器学习的数据分析方法 (BASIC + ADVANCED) – 基于数据的知识发现

4. 实用技巧 (Practical skills)

◼ 大商务，需要大数据

◼ 大商务的两个挑战: “秒杀” 和 “精准广告”

5. 课程总结
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Two valuable challenges – Targeting/Precision Advertising 

https://www.infoq.cn/article/V0wtItKL7BAIyJ-WKoz8

https://www.infoq.cn/article/V0wtItKL7BAIyJ-WKoz8
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“精准广告”

Algorithms

⚫CF, FM, LR, GBDT-LR (2014), Embedding, LDA (Latent Dirichlet 
Analysis) with EM, DL

➢Feature engineering is critical 

Big Data way
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materials

machines

workers

CustomersProducts/Services

Advertising/Recommending

Old ways 

The key is To recommend something to some one

How to target the customers efficiently

Modern ways Data driven modeling to figure out the 

target customers – Computing Adv. & Recommendation
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Short history about online recommendation 

 1978, Gary Thuerk with Digital Equipment Corporation (DEC) sent the 1st

email recommendation letter to introduce the DEC computers 

 1991, the Internet starts

 Oct 1994，Hot Wired sold AT&T a 468*60 Banner adv，the 1st online 

banner adv. 

◼ This is  a milestone in adv history，representing the start of “banner advertising” 

 1997, Reed Hastings and Marc Randolph founded Netflix (Kibble)，a DVD 

renting company

 1998, Amazon used item based CF (基于物品的协同过滤算法: ItemCF算
法)

 Oct 2000, Google released Adwords – by using keyword bidding and CPM

as Settlement method [结算方式]

https://www.ichdata.com/tag/cpm
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2003-2006, Netflix proposed Cinematch ranking algorithm to 

recommend movies for users – Collaborative Filtering [CF: 协同过
滤]

2006, Jason Knapp proposed Real Time Bidding(RTB: 实时竞价)

June 2011, Google proposed Ad Exchange

Sept 2011, Taobao [淘宝] released 1st Ad Exchange - ADX Taobao 

Ad Exchange (TANX)

Oct 2011, Google proposed LBS (Location based Serving) adv

2013, Twitter released real-time feeding (实时信息流)

May 2018, Euro passed (GDPR:通用数据保护条例) to protect 

privacy 
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online banner advertising – as a new media for ADV
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Google makes ADV professional 

Taking advantages from “Online Stock Bidding system” [在线股票竞
价系统]
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2 major types of recommendation scenarios 

Recommendation used by itself [自卖自销]

◼ Like Amazon originally used item based CF (基于物品的协同过滤算法: 
ItemCF算法) in 1998

◼ Like Netflix proposed Cinematch ranking algorithm to recommend movies for 
users – Collaborative Filtering [CF: 协同过滤] in 2003-2006

Recommendation used as Broker [广告平台]

◼When a company maintains a lot of users,
it’s usual to use recommendation to earn 
money from the advertisements
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So many algorithms 
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RTB is now the popular architecture/framework

 DSP (Demand Side Platform) – for 

advertisers

◼ Describe your ads, buy keywords, select 
charging schemes …

 SSP (Supply Side Platform) – for platform

◼ Manage the ad resources like positions, 
keywords …

 DMP (Data Management Platform) – train 

and verify the effect of the ads

 Ad exchange – links DSP, SSP and DMP

◼ When a user input some keywords, this action 
will trigger ad exchange to 

➢ Trigger DMP and DSP to recall the candidate 
ads 

➢ Rank the candidates by models in DMP

➢ Show the final ads to users based on SSP
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一个互联网显示广告被拍卖的基本流程

RTB (Real-time 

Bidding:实时竞价)

DMP (Data 

Management Platform)

DSP (Demand-Side 

Platform)

Ad Exchange

SSP (Supplier-Side 

Platform)
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Bidding – ad exchange wants to balance … 
[广告平台 – 如何赚钱是关键！]

Google sells some keywords, 

positions (Header, Sidebar …)

Advertisers propose their bids for 

some keywords, positions etc.

When a user input the keywords, Google select candidate ads 

(Recall), and evaluate those candidates by using CPM (Cost per 

mille), CPC (Cost per click), eCPM (effective CPM), CPA (Cost per 

action) etc. to determine/rank the final ads which will be shown to 

the user 
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Platform balances its own Profit and Cost of the advisers

By recommend one user with one specific adv based on eCPM

(effective CPM)

◼CPM = Coverage*Depth*1000*CTR*BidPrice

➢CTR – Click Through Rate: Statistical value – possibility of one user clicking one 
specific adv (一个具体的用户，点击某一个具体的广告的可能性)

➢BidPrice – also as CPC (Cost Per Click): 广告方的报价

◼When the platform recommends an adv to a specific user, eCPM is used 

➢ It seems Adidas is chosen for a user – $2 > $1

➢ But, when considering “1000*”, we have 

✓ Nike    : 1000*5%*1 = 50

✓ Adidas: 1000*1%*2 = 20

✓ Nike is chosen to show to the user
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Bidding Price strategy 

Generalized Second-Price

Vickrey-Clarke-Groves

Generalized First Price



33

GFP 

广告位的平均点击
数 (一般是 Per 

Million)
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GSP 
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VCG
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CTR? – Data flows 

But with IT, especially with the 

Internet, Mobile, etc., the 

entities who could stick many 

users can also be 

Adv./Recommending ones to 

earn profit, such as Google –

the greatest Search Engine 

company 

Triggered by banner 

advertising, CTR is the key 

now for Computing Adv.

◼Click through rate – Click or not? 
Probability? 
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Recall [召回]

◼ Find the candidates 

Ranking [排序]

◼Merge and Top-K
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User information 

◼Personalities of the customers

◼History of the customers buying 
the items

 Item Information 

◼Properties of the goods (Products 
and services )

Context Information

◼Date, Location, Emergent event, 
etc. 
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一个预估 CTR 的最简单的模型 This is not the real 

way to use CTR

CTR is the key in Rank, 

because platform takes it 

as the value to filter the 

advs for one user

CTR could be 

“CORRECTLY” predicted
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“精准广告”

About  Recommendation and computing adv [关于计算广告]

⚫ From Recommendation to Computing Advs

⚫You should know how to earn money from ads in Google! – RTB (Real 
Time Bargain)

Big Data way
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So many algorithms 
- The core is to match products for the given users

◼ It seems it’s also OK to match users for the given products

Traditionally either directly by similar items (products) or by similar 

users [CF: Collaborative Filtering] (≤ 𝟐𝟎𝟎𝟑)

◼ ItemCF or UserCF

Even by hidden similarity like topic modeling [𝟐𝟎𝟎𝟑 − 𝟐𝟎𝟏𝟑]

◼SVD, LSI, pLSI, LDA, FM, MF etc. 

NN till DL for CTR prediction [≥ 𝟐𝟎𝟏𝟑]

◼Google’s Rephil – 单例: 一直没有公开(按王益的说法，是一种NN)

◼ Feature Engineering: Word2Vec, GBDT, Graph Embedding, Item2Vec, 
Node2Vec, FFM, …

◼CTR predication: GBDT-LR, Wide&Deep, Deep Crossing, DeepFM, MLR, DIN, 
…

Now these algorithms are usually used for Recall together with 

other methods. They are also good hints for feature engineering in 

later CTR prediction algorithms.

These algorithms are usually used for Rank, especially for CTR 

prediction. Feature engineering is critical – partly called  

embedding
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Traditionally either directly by similar items (products) or by 
similar users [CF: Collaborative Filtering] (≤ 𝟐𝟎𝟎𝟑)

The key is how to overcome the SPARSITY of the User-Item matrix

 It’s hard to compute the similarity

of the users and items based on 

the Sparse U-I matrix 

◼Similar users like similar items 

One-hot skill: binary way to represent data 

• 3 items – A, B,C

• One-hot: A [1, 0, 0]; B [0, 1, 0], C [0, 0, 1]



64

User-based nearest-neighbor collaborative filtering

 The basic technique:

◼ Given an "active user" (Alice) and an item I not yet seen by Alice

◼ The goal is to estimate Alice's rating for this item, e.g., by

➢ find a set of users (peers) who liked the same items as Alice in the past and who have 
rated item I

➢use, e.g. the average of their ratings to predict, if Alice will like item I

➢do this for all items Alice has not seen and recommend the best-rated

Item1 Item2 Item3 Item4 Item5

Alice 5 3 4 4 ?

User1 3 1 2 3 3

User2 4 3 4 3 5

User3 3 3 1 5 4

User4 1 5 5 2 1
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Measuring user similarity

 A popular similarity measure in user-based CF: Pearson 

correlation

a, b  : users

ra,p : rating of user a for item p

P : set of items, rated both by a and b

Possible similarity values between -1 and 1; = user's average ratings

Item1 Item2 Item3 Item4 Item5

Alice 5 3 4 4 ?

User1 3 1 2 3 3

User2 4 3 4 3 5

User3 3 3 1 5 4

User4 1 5 5 2 1

sim  = 0.85
sim  = 0.70

sim  = -0.79

𝒓𝒂, 𝒓𝒃
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LSI/LSA – Latent Semantic Analysis(Index)

First for Topic modeling in NLP

◼ TF*IDF + SVD

左奇异向量表示词的一些特性，右奇异向量表示文档的一些特性，中间的奇异值矩阵表示左奇异向量的一行与右奇异向量的一列的重要程序，数字越大越
重要。
继续看这个矩阵还可以发现一些有意思的东西，首先，左奇异向量的第一列表示每一个词的出现频繁程度，虽然不是线性的，但是可以认为是一个大概的
描述，比如book是0.15对应文档中出现的2次，investing是0.74对应了文档中出现了9次，rich是0.36对应文档中出现了3次；
其次，右奇异向量中一的第一行表示每一篇文档中的出现词的个数的近似，比如说，T6是0.49，出现了5个词，T2是0.22，出现了2个词。
然后我们反过头来看，我们可以将左奇异向量和右奇异向量都取后2维（之前是3维的矩阵），投影到一个平面上，可以得到：
————————————————

版权声明：本文为CSDN博主「-柚子皮-」的原创文章，遵循CC 4.0 BY-SA版权协议，转载请附上原文出处链接及本声明。
原文链接：https://blog.csdn.net/pipisorry/article/details/42560331

https://blog.csdn.net/pipisorry/article/details/42560331
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 在图上，每一个红色的点，都表示一个词，每一个
蓝色的点，都表示一篇文档，这样我们可以对这些
词和文档进行聚类

◼ 比如说stock 和 market可以放在一类，因为他们老是
出现在一起

◼ real和estate可以放在一类

◼ dads，guide这种词就看起来有点孤立了，我们就不对
他们进行合并了。

 按这样聚类出现的效果，可以提取文档集合中的近
义词，这样当用户检索文档的时候，是用语义级别
（近义词集合）去检索了，而不是之前的词的级别

 这样一减少我们的检索、存储量，因为这样压缩的
文档集合和PCA是异曲同工的，二可以提高我们的
用户体验，用户输入一个词，我们可以在这个词的
近义词的集合中去找，这是传统的索引无法做到的
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pLSA – probabilistic LSA (EM) 

Like GMM – Given data records X, 𝑷(𝒁𝒌 = 𝟏|𝑿) and 𝑷(𝝁𝒌, 𝝈𝒌|𝒁𝒌 =
𝟏,𝑿) are the parameters we want to compute

pLSA – Given documents D, 

𝑷(𝒁𝒌 = 𝟏|𝑫) and 

𝑷(𝒘𝒋 |𝒁𝒌 = 𝟏,𝑫)

are the parameters 

we want to compute
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LDA - Latent Dirichlet Allocation
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Peacock 

Topic Models in Text Processing
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CTR algorithms 
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FM (Factorization Machine) – 2010, Steffen Rendle

2010年，日本大阪大学(Osaka University)的 Steffen Rendle 在矩阵分解
(MF)、SVD++[2]、PITF[3]、FPMC[4] 等基础之上，归纳出针对高维稀疏数
据的因子机(Factorization Machine, FM)模型[11]。因子机模型可以将上述
模型全部纳入一个统一的框架进行分析。并且，Steffen Rendle 实现了一
个单机多线程版本的 libFM。
◼在随后的 KDD Cup 2012，track2 广告点击率预估(pCTR)中，国立台湾大学[4]

和 Opera Solutions[5] 两只队伍都采用了 FM，并获得大赛的冠亚军而使得 FM 
名声大噪。

随后，台湾大学的 Yuchin Juan 等人在总结自己在两次比赛中的经验以及
Opera Solutions 队伍中使用的 FM 模型的总结，提出了一般化的 FFM 模
型[6]，并实现了单机多线程版的 libFFM，并做了深入的试验研究。事实上
，Opera Solutions 在比赛中用的 FM 就是FFM。

https://www.csuldw.com/2019/02/08/2019-02-08-fm-algorithm-theory/

http://www.libfm.org/
https://www.kaggle.com/c/kddcup2012-track2
https://www.csie.ntu.edu.tw/~cjlin/libffm/
https://www.csuldw.com/2019/02/08/2019-02-08-fm-algorithm-theory/
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LR → SVM → FM

Given labeled pairs 

𝑿𝒊, 𝒚𝒊 where 𝑿𝒊 is a 

vector with M 

attributes, 𝒚𝒊 is the 

class/label

FM’s hypothesis 

𝒉𝒘 = 𝒘𝟎 +
σ𝒊=𝟏
𝒏 𝒘𝒊𝒙𝒊 +

σ𝒊=𝟏
𝒏−𝟏σ𝒋=𝒊+𝟏

𝒏 𝒘𝒊𝒋𝒙𝒊𝒙𝒋

Trained by different 

errors like MSE,

Logit loss etc. 
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FM’ s family for CTR prediction

(1958)
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NN till DL for CTR prediction [≥ 𝟐𝟎𝟏𝟑]

GBDT-LR (2014, Facebook)

◼Gradient Boosting Decision Tree – many CARTs (Classification And 
Regression Tree)

https://jesse-csj.github.io/2019/08/05/LR/1.png
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Feature Engineering 

GBDT (2014) is used as feature engineering method in GBDT-LR

◼Still designed manually

We’ve learned in NN part that NN has many interesting models to 

automatically learn features, called Embedding – word2vec,BERT,  

item2vec, Graph Embedding (DeepWalk)

◼ Embedding就是用一个低维的向量表示一个物体，可以是一个词，或是一个
商品，或是一个电影等等。
➢这个embedding向量的性质是能使距离相近的向量对应的物体有相近的含义，比
如 Embedding(复仇者联盟)和Embedding(钢铁侠)之间的距离就会很接近，但
Embedding(复仇者联盟)和Embedding(乱世佳人)的距离就会远一些。

◼除此之外Embedding甚至还具有数学运算的关系，比如Embedding（马德里
）-Embedding（西班牙）+Embedding(法国)≈Embedding(巴黎)
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word2vec模型其实就是简单化的神经网络

输入是One-Hot Vector，Hidden Layer没

有激活函数，也就是线性的单元。
Output Layer维度跟Input Layer的维度一
样，用的是Softmax回归。
我们要获取的dense vector其实就是
Hidden Layer的输出单元。有的地方定
为Input Layer和Hidden Layer之间的权
重，其实说的是一回事

http://www.17bigdata.com/wp-content/uploads/2018/05/1527083751-5403-.png
http://www.17bigdata.com/wp-content/uploads/2018/05/1527083753-1491-.png
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句子中的单词以one-

hot的形式作为输入，
然后乘以学好的word 

embedding矩阵Q，
就直接取出单词对应
的word embedding了

word2vec
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Dive into Deep too
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WDL – (2016)
Wide & Deep Learning for Recommender Systems

https://jesse-csj.github.io/2019/07/24/Wide-Deep/1.png
https://jesse-csj.github.io/2019/07/24/Wide-Deep/3.png
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YouTube recommender system on DL (2016)
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Recommending What Video to Watch Next- A Multitask 
Ranking System [2019 Youtube]
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DeepFM (2017)

https://jesse-csj.github.io/2019/07/24/DeepFM/1.png
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AFM（2017年）——引入Attention机制的FM
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Alibaba - MLR (2017), DIN (2017), DIEN (2019)

阿里算法天才

盖坤
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DIEN
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MLR (Mixed Logistic Regression. Proposed and applied in 2011-2-

12, Published in 2017) 
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DIN (Deep Interest Network, 2017)

GMV（全称Gross Merchandise Volume），即商品交易总
额 [1] ，是成交总额（一定时间段内）的意思。多用于电商
行业，一般包含拍下未支付订单金额。 [2]

https://baike.baidu.com/item/GMV/19473199

https://baike.baidu.com/item/GMV/19473199
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DIEN (Deep Interest Evolution Network，AAAI’19)
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2020 CAN

◼CAN: Revisiting Feature Co-Action for Click-Through Rate Prediction

◼Guorui Zhou, Weijie Bian, Kailun Wu, Lejian Ren, Qi Pi, Yujing Zhang, Can 
Xiao, Xiang-Rong Sheng, Na Mou, Xinchen Luo, Chi Zhang, Xianjie
Qiao, Shiming Xiang, Kun Gai, Xiaoqiang Zhu, Jian Xu

https://arxiv.org/abs/2011.05625

https://arxiv.org/search/cs?searchtype=author&query=Zhou%2C+G
https://arxiv.org/search/cs?searchtype=author&query=Bian%2C+W
https://arxiv.org/search/cs?searchtype=author&query=Wu%2C+K
https://arxiv.org/search/cs?searchtype=author&query=Ren%2C+L
https://arxiv.org/search/cs?searchtype=author&query=Pi%2C+Q
https://arxiv.org/search/cs?searchtype=author&query=Zhang%2C+Y
https://arxiv.org/search/cs?searchtype=author&query=Xiao%2C+C
https://arxiv.org/search/cs?searchtype=author&query=Sheng%2C+X
https://arxiv.org/search/cs?searchtype=author&query=Mou%2C+N
https://arxiv.org/search/cs?searchtype=author&query=Luo%2C+X
https://arxiv.org/search/cs?searchtype=author&query=Zhang%2C+C
https://arxiv.org/search/cs?searchtype=author&query=Qiao%2C+X
https://arxiv.org/search/cs?searchtype=author&query=Xiang%2C+S
https://arxiv.org/search/cs?searchtype=author&query=Gai%2C+K
https://arxiv.org/search/cs?searchtype=author&query=Zhu%2C+X
https://arxiv.org/search/cs?searchtype=author&query=Xu%2C+J
https://arxiv.org/abs/2011.05625
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https://dblp.org/pid/59/2902.html

GSP: Generalized Second Price

https://dblp.org/pid/59/2902.html
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“精准广告”

About  Recommendation and computing adv [关于计算广告]

⚫ From Recommendation to Computing Advs

⚫You should know how to earn money from ads in Google! – RTB (Real 
Time Bargain)

Algorithms

⚫CF, FM, LR, GBDT-LR (2014), Embedding, LDA (Latent Dirichlet 
Analysis) with EM, DL

➢Feature engineering is critical 
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大规模机器学习平台
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相似影片推荐算法的一个简化版业务流向图，供大家与上
面的模块对照参考：
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大数据处理平台
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MPI与Map-Reduce
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基于MPI的并行LR训练
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