IRz SR EM®
1. &N
2. 3B H4E (Business thinking)
FTBRY“T5S (BUSINESS)” — HIELR EF MR B E ZFIERYRSR (making decisions to earn more profit)
EIBRTT (Management skills) — A{ASESCARLE RS
Ui elk? - el BEEESE! |
IR HrAYR EBEES (Data Analytics methods)
EsC, #EoTEEIRARGSE (HISTORY view about Data Analytics)
IBREUR DT AR — —ROCHAIFZIS (OPTIMIZATION)
XBFRITFRIEYESTTAE (STATISTICS) — ETHFAIHERT
KBV ==INEUESTT5i% (BASIC + ADVANCED) — EFHIRAIANR &I

e nErenm

= KES, FEAYE
" KEFSHIRE P TR A
5. RIERS






https://www.infoq.cn/article/V0wtItKL7BAIyJ-WKoz8

OAbout Recommendation and computing adv [XFiTE&]

® From Recommendation to Computing Advs
® You should know how to earn money from ads in Google! — RTB (Real
Time Bargain)
CAlgorithms

® CF, FM, LR, GBDT-LR (2014), Embedding, LDA (Latent Dirichlet
Analysis) with EM, DL
» Feature engineering is critical

[0Big Data way
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Old ways

The key is To recommend something to some one

machines

Modern ways Data driven modeling to figure out the
target customers — Computing Adv. & Recommendation

Alphabet

2018

E91881Z7T
712061.91Z5%

BREWERILS
40.31Z 0.4%

workers Go gle

Products/Services - N——

Customers



Short history about online recommendation

01978, Gary Thuerk with Digital Equipment Corporation (DEC) sent the 15!
email recommendation letter to introduce the DEC computers

11991, the Internet starts

[0 Oct 1994, Hot Wired sold AT&T a 468*60 Banner adv, the 1stonline

banner adv.
M This is a milestone in adv history, representing the start of “banner advertising”

[0 1997, Reed Hastings and Marc Randolph founded Netflix (Kibble), a DVD
renting company

01998, Amazon used Item based CF (&EFsmavthEidiEE%: ItemCFE
i%)

[0 Oct 2000, Google released Adwords — by using keyword bidding and CPM
as Settlement method [&&FH ]



https://www.ichdata.com/tag/cpm

[12003-2006, Netflix proposed Cinematch ranking algorithm to
recommend movies for users — Collaborative Filtering [CF: }EhZ

i)
12006, Jason Knapp proposed Real Time Bidding(RTB: SERIE={N)
OJune 2011, Google proposed Ad Exchange

0Sept 2011, Taobao [{E%E] released 1st Ad Exchange - ADX Taobao
Ad Exchange (TANX)

[0Oct 2011, Google proposed LBS (Location based Serving) adv
12013, Twitter released real-time feeding (SEAHEEF)

[OMay 2018, Euro passed (GDPR: 1B B&URE{RIPSH) to protect
privacy




online banner advertising —as a new media for ADV

More sHow

e

How to Survive Disneyland With Your
Children

ontnbutor | /ast updaled Aprl 18, 2012

KEltke 1 Ssend  WTweet 0 Qa1 0 B

A trip to Disneyland can be the ultimate thrill for your
children but not necessarily for you. Acknowiledging
and being aware of this fact can set the tone for a
memorable vacation for the entire family. There’s so
much to see and do in Disneyland that a trip needs to be
properly planned to avoid kids becoming exhausted and

consequently messing up everyone’s peace of rmind.

Making sure your children are well fed, avoiding delays

and allowing for changes in schedule will go a long way toward ensuring you don't just

Cheap Disneyvland Tickats

survive, but you also have fun at Disneyland.

Activities for Children

Other People Are Reading Divorce with Children




Google makes ADV professional

[0 Taking advantaaes from “Online Stock Biddina svstem” [FZ&R0EE5
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2 major types of recommendation scenarios

0 Recommendation used by itself [BSEE$H]
B Like Amazon originally used item based CF (ETF 4RVt RIS EEA:
ltemCF&LZE) in 1998

® Like Netflix proposed Cinematch ranking algorithm to recommend movies for
users — Collaborative Filtering [CF: frE=iE] in 2003-2006

Top 5 Companies, Ranked by US Net Digital Ad

0 Recommendation used as Broker [T &SI ri e s s 201

% of total digital ad spending

B When a company maintains a lot of users, 1. Google:
it's usual to use recommendation to earn
money from the advertisements

Note: US total digital ad spending in 2019=$129.34 billion; includes 3. Amazon

L

2. Facebook**

21.8%
22.1%

advertising that appears on desktop and laptop computers as well as ‘%
mobile phones, tablets and other internet-connected devices, and includes 8.8%
all the various formats of advertising on those platforms; net ad revenues 4. Microsoft (Microsoft & Linkedin)

after companies pay traffic acquisition costs (TAC) to partner sites, 4.1%

*includes YouTube advertising revenues, **includes Instagram advertising
revenues 5.Verizon
Source: eMarketer, Feb 2019 3.4%

245298 www eMarketer com 9%

3.8%

M 2018
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So many algorithms

v~y el @

PCA, SVD, LSI " PLSA, NMF, LDA 1 MF,PMF, SVD++

19028 R 1990 (ERBHEET 2008 HEE)
Google Rephil2Google AdSenseFS/a /S HAME 20034 —— B e s
N T e 5 o Wil ItemCF 4——
ﬁ%BQ%S WEHeR, [BERXNRRREAFIT 20064 et Prne REA
1E8r, | REEYWEE. ({Ed=Uri AEAMi > Netflix Prize %04 st et
163, REEUESE (E=UrilLernerfITFZEfMike e ey 20108 SVD= B S ESBMREERS, Hi: FBSVDIEREA B
Yar), 2002 S XA TIRY JURANIE ST TR —_— e J— BEEE I EMTSVDEE, FILU, SVDRAERR, BE. EE.
BB NBIT BEEIN=NERATE, LISV DI I RHE LA EE
BRI, 2013$ = i KL

2014% LSA/LS| =:SVROMBEIEENS, (FRFLSA, latent:

semanticianalysis)

analysis)
2015% pLSA/pLSI 19995 HofmanniRH
- b [~ BANLETX¥ AvtoRec NMF= LeeRS eung Tl 999 57E B AAZNE (E HRHAU = FhUERE

‘mlﬁﬁkﬁ Graph Embedding. Deep Walk
Favebook GBDT+LR m ;
—_————————

o ofEFE (Nonsnegative Matrix(Factorization)
« |LDA=2003, 55, NPT HTopiciModel #%
' 2007 S, ERSNMRSERAIBEIRIT FHTHpLSATILDA -

L S

20/16)= YoutubeiJREHEFZ R (Deep
Neural Networks forAYoulllube, ’

Recommendations)), 5 SparselDA, AliaslDA, UightLDA WarpllDA, ‘
s i ; SUDA=EISBANBRINGEER, XERAFEERHRES
I Broadview . ,ul;ep Crossing %.—16—’ SIXBN,: googleE2013 5 R Tword2vec
- g i 2016.9 g .
3 R o —— Criteo FFM S Factorization/Machines,, HisteffenRendleF;201012H
g ;ﬁgm g A PNN o] o - 777 ME=|Matrix Ractorization
; f [ 4. BRRTLAY DeepFM e PMF; (Rrobabilistic/Matrix(Factorization)
| BERS ) gL
A FR FOMRETIAY NeuralCF +—— : SVD#.
% /mn 2017.4 -
o [ EE MLR
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FEREFAT SEAESE ' RTBChina

= China Programmatic Advertising Technology Landscape

Super Platforms | sax®iemss
”( Bait  EmeiE Uni Zesk Q mommsm T Y. RS i, Google Marketing Platform [ £]

DSP & DSPAN (DSP + Ad Network) | mswrswms Ad Exchange & SSP | @ity

‘/@%xm iVizas SEAR  PremiumMVDI;

oy WV D00 YOYIB B owsrsvesosso Mibrthd sovore o NCRTER V0008 | | WHTONK smaci GocgleAdMonoger 0,405
& Bunes zrodansms pvazu cro seciomantic O thelradeDesk PerforMvDs TAPVIN wioseraver & R vouku raiE OHRE [
IV 33 > : > e AMWS G IGUANG s - .
bldﬁg\/ hdtDX1 7 Woow Quadas  BlueBeeSeries @pWB#EIE 7 EEIMAXBIT A\ APPLOVIN ;203?; Fduoudao Daoview H B a0 G cHANGE
m HEHL i B T Z1K  PageChoice @GP mawn  Ulppier Pt ~
wmmmmn@”““ 0 . SE L e"""' W s s s s%am !H“A“)g"’”"AdmA-L;L Womob i) Valuenaker

- 7, B0
Wy romMive pess @en QLER DANRY AM GIMC 6 KB S

| = =
PPPADX INMOBI adSagé —<MIT PLYmedia
{ . ) ¢ o g s g f
soc?& B rreakout [ zmrs Qiﬁmﬁ Truﬂcn’é spotad HuntMebi @w-'ﬁ Tagteo 48" 1M R immvee

corsl oustne Q@LEF > @adroks

&

| wiax Y 2uw P Z2EuC) =aa )

o om E L =
ITm<CwnwZ200

Gwoun ...ee Nz TEE @ 512 G Bbidoush @urAd Fowg adfinX Midee OEgca Lgm W Qo
SERRAMT W5 NS sEme YV HEARETE EJAM BErS ./‘AdBﬂght P ST E o] 1=1 ol @ NN(??Q.N ‘%’Mﬂblkok o DEXchange }‘P 0 bEDE
0. J a o - iG
GPEC ®FER Mz \ponwil PEEN Guomn YOU  atemax wesrdicoto Yeahmobi i SR TN A
Apm Vam Diretl koo nne iBEPT BELLE AiX Q'J"« P = SINODase veva Data Supplier & Data Management
¥ - i = i ¥ - ADHUB @ dujo 4 u—~-"'Tg » m“.,\. -\
LERSF W@ = AdAsia [/con?m]o"&oﬂ ﬁ Y CUAMG odwo sy oy = q%w Advester @ BER  cOnwzs [l
Trading Desk & Tech Verification’ & Measurement & Analytics ,.. woodmpaesn M, 0 OMB 873" acxiem
BNSHIR . .
FHERFaRER / ISR - S - chinipex i moism G IEME  ADWOW 25 IPIP
: i% © caoreon RTBAsia 1ASI= nmtcms WA dvaster Baidist § 0 v s —s 3
¥ r\;‘;:gém 4 ielsen 2 b ;’vnuum S50DMP ‘4 AzB4 + ZmaE (¢ ‘.E...m}'g ;ﬁ
XAXIS BN — AFFIP z arf |, quas%%n AdMaster " Az + NICISCN Chalysys TUNE s rERETRe Y AilveRamp o] HYPER 5/
FugeTech @. Qroce ‘;EO w e w.li Analytics 260 LI LERY GRIDSUMMLY ﬁ% §
grapes MO/ - ] Programmatic Creative | 25iaia
O A IMATIC ‘ro. & MARKETIN % ppsfiver  KOCHAVA* Ptmind 38084 | | 7 ) . = &
(OGRAMMATIC @ADBUG  Sizmek s @odjust B o i ae e Kuoizi @B EHT © 81
~ . > . th . adjus ".'r._ -;
Qamnet hylinH :s;mﬁﬁ/ \ GRIOSUM Y / K ) m,%mm'“ Wbravo  Sizmek 1L 3% ... < mroess

Programmatic TV | Emwamr s -
DIER® <47 NeUWw CISNs8 B gTVeues hdtO1'] 'C? e ;';", Ly suems giev [VERty

fl’ GOZEN DATA o @

BVEl eorime [V)E4#i  mSawmve JovPusmEm  huenemes  YE(TH m @ 225D ocsime wan O F0FR Moo mmm (@ Trendy

,,,,,, L
. Cmsm«iJ@ 3

Programmatic OOH | @bz s &
srosm HZERE @0 @7 QBE Quwws W (jrar @RS Xinchde zwrem DEE QEErs w1

I




RTB is now the popular architecture/framework

A prnnes v/ O Ad exchange - links DSP, SSP and DMP
ULLLLLPZ
A AD EXCHANGE S e B When a user input some keywords, this action
N @s\/ SEE S5P> will trigger ad exchange to
=\~ "/

%gp—_:{j%;\ RIS iR 0 DSP (Demand Side Platform) — for
R*ﬁ*&ﬂﬂiﬁﬂ%;?ﬁ ,EE. RESERTFE eam*ssfg;s:;;a,nm&sspxmaaw advertlsers
LAERSRTS mAme T8 i st ® Describe your ads, buy keywords, select
R & AIAIAc e sate S s charging schemes ...
- : ’ T 0 SSP (Supply Side Platform) — for platform
B B Manage the ad resources like positions,
= ADS? o b keywords ...
S i - 'n‘wm D@ -
3k R ﬁ/ 0 DMP (Data Management Platform) —train
asiomns 'w"'rw;ifs?mrr i
E\! Srees (@, and verify the effect of the ads
Lo

» Trigger DMP and DSP to recall the candidate
ads

DMP o » Rank the candidates by models in DMP

HIERETe  DEMERAPO |, i DMPEY
FIRTHIRE R S RSRIE BT ARS il » Show the final ads to users based on SSP
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—ANEBERNER SHHSENEPHIE

[O0RTB (Real-time
3. [REAFER . I'&(uE

e H{ttDSP 4. RIES SE/LMN | . . - e
iivmﬁmrﬁsiaggi T CERE , UREENGS Biddi ng %H‘JR“})

T TR, RERBEANTE

RIREUR | RETAMHME
—_— > Ad R .
DSP |[— *|  SSP - Riz
N Exch —
1 il O 00 DMP (Data

Management Platform)

OO0 DSP (Demand-Side
Platform)

[0 Ad Exchange
0SSP (Supplier-Side
Platform)




Bidding — ad exchange wants to balance ...
[r&Tea - R |

[0 Google sells some keywords,

positions (Header, Sidebar ...) g
BELY, <
0 Advertisers propose their bids for
some keywords, positions etc. aukiih i

CO0When a user input the keywords, Google select candidate ads
(Recall), and evaluate those candidates by using CPM (Cost per
mille), CPC (Cost per click), eCPM (effective CPM), CPA (Cost per
action) etc. to determine/rank the final ads which will be shown to

the user




Platform balances its own Profit and Cost of the advisers

0By recommend one user with one specific adv based on eCPM
(effective CPM)

B CPM = Coverage*Depth*1000*CTR*BidPrice
»CTR — Click Through Rate: Statistical value — possibility of one user clicking one
specific adv (—PMEABIAR, |fREE—TEARNS SaYETEEHE)
> BidPrice — also as CPC (Cost Per Click): | &8RN
® When the platform recommends an adv to a specific user, eCPM is used

XN It seems Adidas is chosen for a user — $2 > $1
V a‘dldas

LAl L= e But, when considering “1000*”, we have
WAIAT100KI NG, TRAVIZEHE? lee : 1000*5%*1 — 50

i 5% Lt %K 1%

Adidas: 1000*1%*2 = 20
Nike is chosen to show to the user

5P i, BASE 1R, B2k




Bidding Price strategy

GSP Ranking and pricing by: mhigfaE:locally ;88 SILHER Baidu,
Generalided Second_Pricé'f'I','+1 H I)’I',(l,-_,,_l envy-free Not truth telling Google
e equilibrium; —FZH R SR
VCG if ranking by bid , Truth telling KT GSP Facebook

Vickrey-dlarke-Groves Pricing by
Dy = Z(('Ir,_l — ctry)bid,

[ >s

GFP Ranking and pricing by: B312#& s MEENE RS S
Generalifed First Price £y~ * bicl, W ARE




J R LY

K (—E Per
Million)

[N E g (GFP)
PR A oD [ Ads |7 sk

1 A 10 200 10*200=2000
2 B 6 100 6*100=600
C 3 i

1F 50 A5 ) B EL %
2. ) E R ARSI
3. e EEMR Z, KK




COGSP
s - 1‘% (GSP)

IIIIiiiillI , Iiiiiiiiilllliiillllll ek
Rank (GSP)

6%200=1200

2 B 100 3*100=300
C =
L5 A& W ORI ARG, (Bt AT A F B S8 R
2 G ERAN, AR, EHRNARFILT, KT GFP.

3. BN ARG ELBRRE, B HENRE RN EIATEE

Google 2002 FEH 4K H1Z 3, 2 J5 A3 % 5] #Baidu, Bing &l
ERIERH o



Ooveg  VCGHEM ALl (Vickrey-Clarke-Groves)

(oG | Al | veeiET LT
(1 F ST % S S, SRR N, B SR D %

T A )

1 A 10 200 AR EINTEN Ay 2R B,CTEY LY, S iLaE }96*20043*100=1500
AEMFRMT, I BIkfIRank2HL s, BT RUEE N:
6*100=600
T AT XA
AR E INTET AR RE —AE N & 4F T LMl S & I 42 =1500-600=900

2 B 6 100 BAE I EMANEE: CIErRank2RTh. U4 N3%100=300

BEMEKMFF, HibhfEHIE: 0
B % ¥ 9. 300-0=300

LVCGHITT 92 /8%: —AN R, E5AT SURMEN, SEERETE XSGR SAE G,
2RI & ER S fHER R

”

2veetirigFARRE T A Amtith, MEZFHEZNT HEMBN. (GSPREZHF Mig)

b

3.fEVCG T, [ i E U HER —F GBS, B RYUE DA BIREE M.




VCG (Vickrey-Clarke-Groves) =fii#/lil
I ESEARMEN—X R e B S mEiRE,

A 10
1 200

B 4

2 100 C >

FEMNSENTLSEALRETE, FELIRBENERE:

1) BIgATESINEM, BRICHRTSEE 2004 + 100%2 = 10007

2) AINEE2MEHr, BMCEH223 A A100%4 + 0%2 = 4007T

3) EAAZINNT =N, SHBHICHHTS=2#EIRS T 1000 — 400 = 6007T

4) T2, AZEAE R RE=11600 / 200 = 37T

(BSCERW RS, SRENTSSNEREETITE, fMVIGENTLEL IS5 EEREER,




CTR? — Data flows

0 But with IT, especially with the

Internet, Mobile, etc., the
entities who could stick many HEFERRAELZE DR T ER

ﬁ@ﬂ%wk QE&EQ/J

users can also be EEBBLR

A *(E"\ MR1EE MER2:HE YL E S

Adv./Recommending ones to @@ oy
earn profit, such as Google - “ Millions | Candidate Hundreds
. Generation i =
the greatest Search Engine :
company
O Triggered by banner R fEyepAgeEy L LS
advertISIng’ CTR 1S the key =R User History and Contexts All other Side Info

now for Computing Adv.
® Click through rate — Click or not?

Probability?
i_



IR

ngm L E TN KMRF A
ShuR | ATOME ) B ]
e : o Ul v = 1 Top K1
— Y |
— ] Top K2
HEFF gAY

Top K3 (LR/FM/WDL/DeepFM...)
T

Top K4

Top K5

0 Recall [&H]]
¥ Find the candidates

O Ranking [HEF]
® Merge and Top-K
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B 1-3 WHERGPRER

CdUser information
M Personalities of the customers

W History of the customers buying
w2 the items

~ | Oitem Information
B Properties of the goods (Products
and services )

] Context Information

W Date, Location, Emergent event,
etc.
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_/I\iﬁ{ﬁ CTR Egﬂaifﬁaﬂg*ﬁﬂ This Is not the real

ctriesfad , AT , BELR

way to use CTR

BIRBEPRHZE |, it < user, ad, url> =1NEEEHSRICTRGH

CTR is the key in Rank,
because platform takes it
as the value to filter the

FMET, S —PusenpialFE urley |, ENEEE s advs for one user 1) B

alad

CTR could be

el : BEFFEiEEE | WHT SREASE | XE . “CORRECTLY” predicted

44




OAbout Recommendation and computing adv [RFiHE 5]

® From Recommendation to Computing Advs

® You should know how to earn money from ads in Google! — RTB (Real
Time Bargain)

CJAlgorithms

® CF, FM, LR, GBDT-LR (2014), Embedding, LDA (Latent Dirichlet
Analysis) with EM, DL

» Feature engineering is critical

[0Big Data way
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— Spotlight
Pytorch-based neural recommendation library
https://github.com/maciejkula/spotlight
conda install -c maciejkula -c pytorch spotlight=0.1.5

Also check out Microsoft RS repo

Collection of notebooks with many different techniques

https://github.com/Microsoft/Recommenders




So many algorithms
- The core is to match products for the given users

M |t seems it's also OK to match users for the given products

Now these algorithms are usually used for together with

other methods. They are also good hints for feature engineering in
later CTR prediction algorithms.

These algorithms are usually used for , especially for CTR

prediction. Feature engineering is critical — partly called
embedding




Traditionally either directly by similar items (products) or by
similar users [CF: Collaborative Filtering] (< 2003)

L0 The key is how to overcome the SPARSITY of the User-ltem matrix
items

O It’s hard to compute the similarity
of the users and items based on
the Sparse U-I matrix

B Similar users like similar items

users | A.B A
similarity = cos(f) = ' = - .
' |AJ{B] [ 42 3 g
VRS
l
Z Ty — 2Ty Zu

Pearson(z, y)

One-hot skill: binary way to represent data

. i};—' 2 2w’
e 3items —A, B,C \/(Z L= N )
« One-hot: A[1,0,0]; B[O, 1, 0], C[O, O, 1]




User-based nearest-neighbor collaborative filtering

0 The basic technique:
B Given an "active user" (Alice) and an item | not yet seen by Alice
B The goal is to estimate Alice's rating for this item, e.g., by

» find a set of users (peers) who liked the same items as Alice in the past and who have
rated item |

» use, e.g. the average of their ratings to predict, if Alice will like item |
» do this for all items Alice has not seen and recommend the best-rated




Measuring user similarity

0 A popular similarity measure in user-based CF: Pearson
correlation re =1y, — T
| Sim{ﬂ_l .E,'I:]I _ E-;;Ep( e :“: b.p b:}l
a, b :users
r,p :rating of user a for item p
P :setofitems, rated both by a and b

Possible similarity values between -1 and 1; 7,4, 7, = user's average ratings

-y

| ] 3
ﬂlEﬂEP(TE:?J —Tg)” ﬂIEﬂEP(be.u — )"

sim =0.85
sim =0.70
sim =-0.79




LSI/LSA — Latent Semantic Analysis(Index)

O First for Topic modeling in NLP
mI~IDF+ SVD

Index Words

Titles

T1

T2

T3

T4

TS

T6

T7

T8

T9

book

1

1

dads

1

dummies

estate

guide

investing

market

real

rich

stock

value

1

1

3.910 [0
0 [2.61/0
o |0 |2.00

book  |0.15[-0.27/0.04
dads |0.24]0.38 [-0.09
dummies|0.13]-0.17(0.07
estate [0.18[0.19 [0.45
guide |0.22[0.09 |-0.46
investing|0.74/-0.21/0.21 |*
market |0.18]-0.30/-0.28
real  |0.18[0.19 [0.45
rich  [0.36]0.59 -0.34
stock |0.25]-0.42-0.28
value |0.12]-0.14/0.23

%%ﬁﬁ%ﬁ%ﬁlﬂ@*%ﬁ‘ﬁ, AT ) R R SO — B e, A REE R RN AT R R EN T S A AR R ER AN EERT, BB
Bk
A E XML T UKL — 27 S AR, B8, AaRrERE —JIRRS —Ma I ERERE, BIRAZLMER), [HETT L ZE — KR
ik, EelunbooksE0.155F N A HILAI29K, investing/20.74%F N 7 SCARS A B T 99K, richs&0.365F M U A4 L T 39K
HK, fA#ErrEd —NE — TR O IR AN S fel, ki, T6:20.49, HIL 75AMAE, T242£0.22, HIL 124N,
IRIG ATV IS KR E, FATA] UK Ao 3 e i ARG 37 e A UG 24 CZ AT A&34ERIFERE) , #g s —AFim b, nrRfE 30

*10.35

0.22 |0.34

0.26

0.22 |0.49

0.28

0.29 |0.44

-0.32

-0.15}-0.46

-0.24

-0.14/0.55

0.07

-0.31|0.44

-0.41

0.14 |-0.16

0.25

22 |-0.51

0.55

0.00 |0.34



https://blog.csdn.net/pipisorry/article/details/42560331
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PLSA — probabilistic LSA (EM)

O Like GMM — Given data records X, P(Z; = 1|X) and P(uy, ox|Z; =
1,X) are the parameters we want to comboute

: L(P(zx|d;), P(wj|zx)) = P(D,W) Ht D 2FEXR, W Er&iE , BEMN
OpLSA — Given documents D, o p(zyd,), Plw; ) 5 P(D, W) 808285 (4)
P(Z, = 1|D) and

N
p d z P(d;,w;) P(d;, w;)"4v) =
P(W] |Zk — 1, D) L(P(z| P(w;|2) IIIJII i) HIJ—I (di, w;) B
are the param eters n(d;, w;) FRAIR W) 7E di PHIBIRE .covvorsnrcesssseessssssssssssssssssssssssssessssssssssssess (5)
we want to compute L(P(zk|d;), P(w;|2x)) Z Zn(d,-,wj)logp(di,wj) b G AR (6)
K
L(P(zx|d;i), P(wj|z)) Z Z (d;, wj)log Z (wj|2zi) P2 |d;) P(d;)
k=1
R T S A I s s e R S T )

B FENES, BYENTETFEH Pz|di), P(w;|z) MERSRE:

L(P(z|d:), P

w]|zk

Z En(dz,w] log

ZP(wylzk)P(zkld )P(d;)




LDA - Latent Dirichlet Allocation

Latent Dirichlet Allocation

David M. Blei

Computer Science Division
University of California
Berkeley, CA 94720, USA
Andrew Y. Ng

Computer Science Department
Stanford University

Stanford, CA 94305, USA
Michael I. Jordan
Computer Science Division and Department of Stafistics
University of California
Berkeley, CA4 94720, USA




Peacock: Learning Long-Tail Topic Features for Industrial
Applications

Y1 WANG, Tencent

XUEMIN ZHAO. Tencent

ZHENLONG SUN, Tencent

HAQ YAN, Tencent

LIFENG WANG, Tencent

ZHIHUI JIN, Tencent

LIUBIN WANG, Tencent

YANG GAOQ, School of Computer Science and Technology, Soochow University
CHING LAW, Tencent

JIA ZENG, School of Computer Science and Technology, Soochow University & Huawei Noah's Ark Lab

Latent Dirichlet allocation (LDA) is a popular topic modeling technique in academia but less so in industry,
especially in large-scale applications involving search engine and online advertising systems. A main un-
derlying reason is that the topic models used have been too small in scale to be useful; for example, some
of the largest LDA models reported in literature have up to 10° topics, which cover difficultly the long-tail
semantic word sets. In this paper, we show that the number of topics is a key factor that can significantly
boost the utility of topic-modeling systems. In particular, we show that a “big” LDA model with at least 103
topics inferred from 10° search queries can achieve a significant improvement on industrial search engine
and online advertising systems, both of which serving hundreds of millions of users. We develop a novel
distributed system called Peacock to learn big LDA models from big data. The main features of Peacock
include hierarchical distributed architecture, real-time prediction and fopic de-duplication. We empirically
demonstrate that the Peacock system is capable of providing significant benefits via highly scalable LDA
topic models for several industrial applications.




LR- B 1. .

e -~ Logistic-Regression-&-SVM .
» - Degree-2-Polynomial-Mapping (Poly2) -2010 £,

e - FM- (Factorization-Machine) -2010 =921,
o - FFM (Field-aware-Factorizafion-Machine) - 2016 - recsys ™.

Deep B H{: .

e - FNN (Factorization-machine-supported-Neural-Network) 2016 4 1 H1L.
e - WDL (Wide&Deep) 2016 6 HEL

e -~ PNN (Product-based-Neural-Network) 2016 = 11 €.

o -~ DeepFM (Factorization-Machine-based-Neural-Network) 2017 1.,




FM (Factorization Machine) — 2010, Steffen Rendle

02010, HAKIRAZE (Osaka University)fly Steffen Rendle {E5B}F 5 fE
(MF), SVD++a, PITFR, FPMCH FE&fliz £, 1AMHEIISHETGE
IEAYEFH(Factorization Machine, FM){&R&I11, EF{ItRE ]S Eid
RPN —I"FR—AMESSHITD . FH, Steffen Rendle SEI Y —

T RIS ZHERSRY [IDEV,

B 7EBEERY KDD Cup 2012, track? &S i=ME(pCTR)FR, EMEEAFNH
#[ Opera Solutions®™ FFRABERRA T FM, FEREXRENSIZEMEHEE FM

BZEKIE,

O/, &EXFRI Yuchin Juan EAXEESEEHCSERRILEARRZIEUAN
Opera Solutions BMBEARR{ERRY FM IBRBIRNS4S, BT —RgRY FFM 12
BUi6l, FHICIN 7 RS ZFERRAY IDFEM, FHE T iRARYIRIEAS. Bk
, Opera Solutions {EELZERAR FM g}r,,—EFFM

https://www.csuldw.com/2019/02/08/2019-02-08-fm-algorithm-theory/



http://www.libfm.org/
https://www.kaggle.com/c/kddcup2012-track2
https://www.csie.ntu.edu.tw/~cjlin/libffm/
https://www.csuldw.com/2019/02/08/2019-02-08-fm-algorithm-theory/

LR > SVM - FM
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. y—wo+waz (1

HohnZE A HAREEE, wohRE, =, TEraiMEHINE, EE—IAtEitAILinear combination. FMIENN 7 4EHIFAr W 4H
&Efs, RAAT:

wg—l—Zu;r —I—ZZ’LUU (2)

i=1 j=i+l

Hrhwy, w;. w;;2EE2H. NATCRE, BEEREBSMESBILREIAES[No Problem], [5¥ER-HIZEYIN: 4HEE
&. B%, BMWRESEXREN R, FMEESRTLRY, ZVEASIUIRES, U VINedw,; 28002, 2R
WASBHLRER, WTEnMHINEE, SIHHENE8HFERB1 +24+3+ - +n—1= “[%1)’1\, FEESHET
S BRI, FILARHES SR ZNER, HEEG2n, HEERMATE 1.

CEEmR:

EE-AEaAEE (ERER) WHSE- ISRV, B3 W =V.VTAz.

iR, B RS #Hw,,; IABR— I FREW Ch 7 AERIBFMIIEE, WETTEILIREAIESE) | BlAX 1 EN
SRALISEAW = VIV, V 5 (v, EEE ) NiREE.

[0 Given labeled pairs
(X;,y;) where X;is a
vector with M
attributes, y; Is the
class/label

0 FM’s hypothesis
hw = Wy +

n 1 n
2 j= l+1wl]x x]

I:ITrained by different
errors like MSE,
Logit loss etc.




mn n—1 n
ﬂ‘(X):wD+Zwi$i+Z Z < Vi, Vj = T (3)
i—1

i=1 j=it+1

SEETNEHBw € R, w; € R, Ve R, < -, >EKEIIAEINEAENRRE, AT :

k
< Vi, Uy }:Z“i,f'vj,f (4)
=1

FERIATN(3), (4)F,

» W NERRE;

W BERENTERNE,

" wij =< v;, v >EHERREZYE,

= v REUEFRAE;

= < >HEEESR

= k(k << n)HRESNKE, 85 k- MNEAHINET.

RIEATV(2), DRISEEERD N kn 1, W TEITERN2HAE. B, SHATHESE oy NEER ;2,5 /Y
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SRR < vp,v; > < v,v; >, BIZEEHER; . BRI, FEEE ¢, NHEEEERE (FEE N #1, F8
r;x; # 0) BIEREeIARFIRES;, XEAEE LEA 7 SURHRIDERIIRIE. mESTEUEE D W, flw;; 218
B,
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ALGORITHM 1: Stochastic Gradient Descent (SGD)
Input: Training data S, regularization parameters A, learning rate 5, initialization o
Output: Model parameters ©® = (wo, w, V)
we <— O0; w «—(0,..., 0); V~N(Q,o0);
repeat
for (x,y) € Sdo

Wy < Wo — N (ﬁz(y(x|<~)). y)+2A° wo); S, SEERESHNREEAIT:

forie{l,..., p}Ax; #0 do 5 1, if 6 is wo;
=g e, " . Y _ ], if 0 is w;;
Wi <— Wi — 1N (a—wl(y(xl(*-)). y)+ 217, w,-,), o6 2 S viz; — aluyy, if0s vy
i L= i Vifs if-
for fe{l,..., k} do
UF < Bif— (%l(y(xl(é)). Y +22% 0 ui‘f);
end
end

end
until stopping criterion is met;




2.2 @i
FMESZIANBES MRS S, B

» Regression: §j(x) STILIEERERN, HES/N\FLIREXRML,

» Binary classification: (z) 1?%5%@@@

« Ranking: B£ = &Y g(z) B280F, FEBIT pairwisefIm ZIRFFILUAITAIER
(:n'[“},:c[h)] —

JHLAEEUESF, [ENIAZH—RIIABRAIFLALILZIE.

2.3 B2

M EEEHSATT LAIEFMETATEEEIERVBTIE)AETFON, FIEEISHETL BT RE FIZa05
= (PRNEENESETE) 53, BTESHNRESRN., IMBEREESR:

(1, if 0is w,
o &5 if 0is w;
%'y(-’ﬂ) =4 (5)
T Y vjga; —viga?,  if Oisvig
S

mn
BF Y vjsz; RS f A% 5 SRUN, TUSELE, #ESREEERTE
=1
ST REAE, FFMASIISNEREGR O(kn) . SLTE, FMEILUEEME
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FM’ s family for CTR prediction—*




C/GBDT-LR (2014, Facebook)

B Gradient Boosting Decision Tree — many CARTSs (Classification And
Regression Tree)
= } Input Features

b Tree Splits

RISHFIERE x

} Transformed Features

b Linear Classifier



https://jesse-csj.github.io/2019/08/05/LR/1.png

Feature Engineering

C0GBDT (2014) is used as feature engineering method in GBDT-LR
m Still designed manually

[0We’ve learned in NN part that NN has many interesting models to
automatically learn features, called Embedding —word2vec,BERT,
item2vec, Graph Embedding (DeepWalk)

® Embedding®l. 2 F—MEERRERT— MR, JLE—ME, BiE—1

Bm, R THEESFS.

»1XembeddingRIZERIM R EREEIEEEITAIREX MRS HEIERIE N,
20 Embedding(S{1&BA5)FEmbedding(KEA{R) Z [BIRNEEHAREL, B
Embedding(E{N&EAER)FIEmbedding GLHEH{EA)HVEEEfMiSim—LE,

B [RIttZFFEMbeddingEEXREBHFIZEXER, [LINEmMbedding (S1EE

) -Embedding (FGITF) +Embedding(;%E )=Embedding(E222
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http://www.17bigdata.com/wp-content/uploads/2018/05/1527083751-5403-.png
http://www.17bigdata.com/wp-content/uploads/2018/05/1527083753-1491-.png

Cdword2vec

[ News articles & Tweets ]

Extract words as much as window size in a sentence
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Dense embeddings you can
download! 1

Word2vec (Mikolov et al.) |
https://code.google.com/archive/p/WoraZv
Fasttext http://www.fasttext.cc/

Glove (Pennington, Socher, Manning)
http://nlp.stanford.edu/projects/glove/

AC/
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Output Units

Hidden Layers

Wide Models Wide & Deep Models

Figure 1: The spectrum of Wide & Deep models.

Backpropagation

Rectified
Linear Units

&

AND(query="fried chicken", item="chicken fried rice”) ~query="fried chicken" item="chicken fried rice"



https://jesse-csj.github.io/2019/07/24/Wide-Deep/1.png
https://jesse-csj.github.io/2019/07/24/Wide-Deep/3.png

YouTube recommender system on DL (2016)
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Recommending What Video to Watch Next- A Multitask
Ranking System [2019 Youtube]
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DeepFM (2017)

+ Addition P Veight-1 Connection = ™ ;u- N -U- B -;
- Normal Connection tput Units I

x Inner Product — —3p Embedding L I s e i st

’\, Sigmoid Punction

o Activation Function

|__.____ - > 2! -

Figure 1: Wide & deep architecture of DeepFM. The wide and deep
component share the same input raw feature vector, which enables
DeepFM to learn low- and high-order feature interactions simulta-
neously from the input raw features.
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Alibaba - MLR (2017), DIN (2017), DIEN (2019)
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Logistic Regression MLR Embedding&MLP
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O MER (Mixed Logistic'Regression. ~roposed and applied in 2011-2-

12, Published in 2017)
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CIDIN (Deep Interest Network
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CAN: Revisiting Feature Co-Action for Click-Through Rate Prediction

Guorui Zhou, Weijie Bian, Kailun Wu, Lejian Ren, Qi Pi, Yujing Zhang, Can Xiao, Xiang-Rong Sheng, Na Mou, Xinchen Luo, Chi Zhang, Xianjie Qiao, Shiming Xiang, Kun Gai,
Xiaogiang Zhu, Jian Xu

Inspired by the success of deep learning, recent industrial Click-Through Rate (CTR) prediction models have made the transition from traditional shallow approaches to deep approaches. Deep Neural
Networks (DNNs) are known for its ability to learn non-linear interactions from raw feature automatically, however, the non-linear feature interaction is learned in an implicit manner. The non-linear
interaction may be hard to capture and explicitly model the ‘textit{co-action} of raw feature is beneficial for CTR prediction. ‘textit{Co-action} refers to the collective effects of features toward final
prediction.

In this paper, we argue that current CTR models do not fully explore the potential of feature co-action. We conduct experiments and show that the effect of feature co-action is underestimated seriously.
Motivated by our observation, we propose feature Co-Action Network (CAN) to explore the potential of feature co-action. The proposed model can efficiently and effectively capture the feature co-action,
which improves the model performance while reduce the storage and computation consumption. Experiment results on public and industrial datasets show that CAN outperforms state-of-the-art CTR
models by a large margin. Up to now, CAN has been deployed in the Alibaba display advertisement system, obtaining averaging 12\% improvement on CTR and 8% on RPM.
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OAbout Recommendation and computing adv [RFiHE 5]

® From Recommendation to Computing Advs

® You should know how to earn money from ads in Google! — RTB (Real
Time Bargain)

CAlgorithms

® CF, FM, LR, GBDT-LR (2014), Embedding, LDA (Latent Dirichlet
Analysis) with EM, DL
» Feature engineering is critical

C0Big Data way




> BPARE SR >;ﬁmw.‘s ‘Flink AMIRT L

KiNEINREIES ) Jw de)

o ]
i lt

BPERe NWREL HREe

Lambdai®ig
- Kappa®ia
Unified &8

wETE

( = FRW
- BmSAEE BPHH. HEXR, RIRGEY -
B

o] WENT

TR P| pENKE. NEGE. B=HR0% >
« DML ‘ redis

one-hotR&

Embedding BT

- HaHaA BHE). ko, FALOTINY

RES i}

WAL

BB S5/ H7

BRlIR
B AL e
RIZMIE A MR EE

O§ & 4Rl =

R HERBSWE

B
il
il
!
R

DRI AR : -
LR. FM. MLR : ;gg ?S?Ugon
EAREY i
IR0 o

SUNBAE EREI0N R+

—} T

BRIIR * —?w $
docker s
I ﬂﬂ K ﬁ' T e i O X

A2

i E' ,_‘ LL R N 4 l
r_ =) -lﬁ HA » FHF . ‘fT:ySi e : & i BRES W
oyt Y M O pYTOrCh « Interleaving Mil - RS
5 SRS Hiwhaie N ey B
Mus P TensorFlow $SEERBINE

WS
- IR (AUC. Recall. RMSE )
- Replay #& FEILTES




JLEEER

BRI BRI K e
R4 il k7 g— T




FARLE Fr R SR I — e ol ssim i B, RS B

T BN 225

e a

ﬁ " Web .
a%ﬁwmﬁ”

~— N
573 D s—
l Kmeans
il —
):> Word2vec cosFi il
Feature

|

T E e J_
[51,52,W

cluster ||
H—"’-.-_‘

ol

R |

e
N
&
=
3]
N

i
[z




Hadoop
/Spark

Storm

Web |
Server

EIL

By ] ik BEALS
ke TLE A AR
I A T

VI

FEFEES
Mpush
21| 1 4

F3F @55




AEIRERE

KIMFEMapReduce+HDFSEE £
— 4000+719 £, 80PB+{7-fif
— ®R)H A d R G

* J?fiilﬁl]?fév\m 10T+

o FFUEFEHL: FFnEsoT

o YIIZREHE: 20T

» ETMPINHLEFZAFIETE

— 500+5Hl8s (EA124 CPUs, 96GNAF)

— HIMTFEREMGIE RS, HBLZME:, WILR, PLSA,
LDA, SVM, GBDTi’E}
— R AR i,
o HZENFUE, BTN ZRFEB
o SZEIRTI]: ~2/Mt




MPIE5Map-Reduce
* MPI(Message Passing Interface): i & id 2]

— VH B A% oK U AR AE RIS
— A TE AR (8] 458 VE B e BCEE RS B,  UliSend,
Rech

— FEF i n] AR AN 32 B4 A2 |
* MPIVS. Map-Reducefi 1Y

— MPI: EAIZHEERIIEREE, Wbl FHik
— MR: J&E&iFEMAL, ERDEMTES




EFMPIRIFATL R,

TrainSet

AT

Instance 0

Instance 1 |... | Instance M

v

' !

MpiNode 0

MpiNode 1 |...| MpiNode M

:

W instance ¥, B2 RFIDEIModel
- SAHLE R SEFIDEEE

v

v

MR FEFIDE T /r B | [{BIEY fikS H Q4P

TwolLoop

AT

R )4 RFTDAY#R FE
| J
TwoLoop bl JzLineSearch ¥ §r 4 SF1DAY
Vodel
VL V&

rﬁ;l‘j |L|'I: ‘I"“dt“ I



P omEzs
. 13k

prevon
!
!

COMPUTATIONAL K

ADVERTISING .
RS R i)
;&ﬁ ? —QR EHEMASLEANTHSER ﬁﬁ*@ﬁﬂgﬂ%ﬁit&%&*

\/ "3”: ‘) :;i; )
Rt .

S ST I O R R N

- /o
.
B 1010101l o
3 - ':
]
!
t
t
i trxfevn
- OH 99 18 N S1xfeen
TURRAL & SN PR
¥ T

(7 ERCHRATITE TV T S T




